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Abstract. Incentivized choice experiments are a key approach to measuring preferences in
economics but are also costly. Survey measures are a low-cost alternative but can suffer
from additional forms of measurement error due to their hypothetical nature. This paper
seeks to leverage the strengths of both approaches by proposing a new survey module on
risk aversion, time discounting, trust, altruism, positive and negative reciprocity, in which
survey items are selected based on ability to predict choices in corresponding, incentivized
experiments. The methodology and results provided in the paper can also potentially pro-
vide a model for researchers who have specific requirements and want to design their own
modules.
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1. Introduction
In economic models, preferences are traits that drive
decision making. Certain types of preferences—regard-
ing risk, time, and social interactions—are central in
economic theory because they affect such a broad range
of economic decisions. Having measures of these fun-
damental preferences is valuable because of the oppor-
tunity to better explain economic behavior.

Incentivized choice experiments have emerged as a
key approach to measuring preferences. Experiments
seek to hold constant the decision environment across
individuals, so that differences in choices reveal dif-
ferent preferences. The use of real incentives can help
address measurement issues that arise with alterna-
tive approaches, specifically survey measures, due to
their hypothetical nature. For example, the lack of
incentives could lead survey measures to suffer from

measurement error due to inattention.1 One limitation
of incentivized experiments, however, is they are costly
in terms of money and also time. Thus, whereas a re-
searcher might prefer to conduct incentivized experi-
ments, it may not always be feasible to do so.

This paper seeks to develop survey modules that
leverage the strengths of both experimental and sur-
vey approaches. We propose a survey module on risk
aversion, time discounting, trust, altruism, positive
reciprocity, and negative reciprocity, which is parsi-
monious and low cost to implement, but where the
survey items are selected based on ability to predict
choices in corresponding, incentivized choice experi-
ments. The paper describes in detail the methodology
used for item selection. The main idea is that there
are many different wordings and formats one could
choose for survey measures. These may differ in their

1935

MANAGEMENT SCIENCE
Vol. 69, No. 4, April 2023, pp. 1935–1950

ISSN 0025-1909 (print), ISSN 1526-5501 (online)https://pubsonline.informs.org/journal/mnsc

D
ow

nl
oa

de
d 

fr
om

 in
fo

rm
s.o

rg
 b

y 
[3

1.
19

0.
10

.2
19

] o
n 

24
 O

ct
ob

er
 2

02
3,

 a
t 0

8:
50

 . 
Fo

r p
er

so
na

l u
se

 o
nl

y,
 a

ll 
rig

ht
s r

es
er

ve
d.

 

mailto:armin.falk@briq-institute.org
https://orcid.org/0000-0002-7284-3002
mailto:abecker@hbs.edu
https://orcid.org/0000-0003-0838-7644
mailto:t.dohmen@uni-bonn.de
https://orcid.org/0000-0002-9321-0319
mailto:huffmand@pitt.edu
https://orcid.org/0000-0002-4714-5560
mailto:uwe.sunde@econ.lmu.de
https://orcid.org/0000-0002-2110-7822
https://doi.org/10.1287/mnsc.2022.4455
https://creativecommons.org/licenses/by-nc-sa/4.0/
https://doi.org/10.1287/mnsc.2022.4455
https://doi.org/10.1287/mnsc.2022.4455
https://orcid.org/0000-0002-7284-3002
https://orcid.org/0000-0003-0838-7644
https://orcid.org/0000-0002-9321-0319
https://orcid.org/0000-0002-4714-5560
https://orcid.org/0000-0002-2110-7822
https://pubsonline.informs.org/journal/mnsc


accuracy in predicting choices in experiments, for ex-
ample, because of varying degrees of measurement
error, or because what they measure is more or less
tightly linked to the determinants of experimental
choices.2 Because accuracy of survey measures is diffi-
cult to judge a priori, we conduct incentivized choice
experiments, and from a large set of candidate survey
items, identify those that do best in terms of predict-
ing incentivized choices.

Our survey module is suitable for a wide range of
applications and settings. One important class of ap-
plications is within firms and organizations. Prefer-
ence measures are potentially valuable to managers
due to the role of preferences in determining how
employees behave. For example, economic theory pre-
dicts a role of risk preference in determining how
employees sort into incentive schemes, and how man-
agers make investment decisions; time preference is
relevant for how employees respond to threat of being
fired in the future and other dynamic incentives; so-
cial preferences can shape how employees work in
teams. Survey measures of preferences can be easily
introduced into the flow of workplace assessments or
screenings in the same way as psychometric tools that
are already used as part of management practices.3

Alternative methods to measure preferences, such as
incentivized choice experiments, are more costly and
difficult to implement in such field settings.4 Survey
measures are also well suited for applications that
involve measuring preferences on a large scale, either
across a large population of workers in a multina-
tional organization, or across representative popula-
tion samples in a cross-country survey.5 Moreover, it
is useful to have access to valid survey measures in
applications, ranging from laboratory experiments to
collecting observational data, in which researchers or
practitioners require preferences measures, but need
to allocate the bulk of their time and financial resour-
ces to other aspects of the study. The simplicity of
administering survey measures also has advantages
in the context of certain types of research settings in
which logistics are particularly complicated, for exam-
ple, field experiments.

For our survey item selection exercise, we used a
sample of German university students. For each partici-
pant, we elicited each preference using both incentiv-
ized experimental measures and using a comprehensive
set of survey items. We conducted multiple experi-
ments for preferences, to reduce measurement error in
the dependent variable, and induced a time lag of one
week between experiments and corresponding candi-
date survey measures to minimize spurious correlations
arising from consistency bias. When selecting survey
items, we considered all possible linear combinations of
survey items intended to measure a particular prefer-
ence, and identified the combination that best predicted

behavior in the respective experimental preference elici-
tation task. Specifically, we used standard model selec-
tion criteria to guide our choice, and, in addition, took
into account the risk of overfitting by evaluating out-of-
sample predictive power, or alternatively by conduct-
ing cross-validation procedures.

We present the module selected through this proce-
dure, which turns out to involve two survey items for
the elicitation of each preference. The preference module
is symmetric, in that most preferences are measured
with one quantitative and one qualitative item. These
quantitative questions are typically the single best meas-
ure for explaining behavior in the corresponding ex-
periment. The qualitative measures are self-assessments,
but are relatively simple and direct, and do contribute
additional explanatory power regarding behavior in in-
centivized choice experiments. Responses to the survey
module provide an ordinal measure of preferences. This
may be sufficient for many applications, but like with
choices in incentivized experiments, it is also possible to
transform the predicted choices from the survey meas-
ures into cardinal preference parameters using addi-
tional assumptions, for example, about functional form
of utility.

We provide information on the properties of the sur-
vey module in terms of predictive power for choices in
experiments. We show that the module does sacrifice
some predictive accuracy compared with more costly
types of predictors (e.g., incentivized experiments as
predictors), but at the benefit of lower cost. We pro-
vide information on test-retest correlations for the sur-
vey items, which show that they contain measurement
error and thus suffer from some attenuation bias when
it comes to predicting choices in experiments. One im-
plication is that predictive power of the survey module
can be improved if a researcher has the opportunity
to implement repeated measurements of the survey
module.

Even though our proposed survey modules were
selected using German university students, there are
conceptual and empirical reasons to expect that they
will still be useful proxies for incentivized experi-
ments in a diverse set of nonstudent populations.
What is needed is that the types of survey questions
that best predict choices in experiments by German
students be similar to the types of questions that best
predict such choices in a given other population.6 In a
final section, we discuss findings from other studies,
which show that the types of survey measures in-
cluded in our modules do in fact work well for pre-
dicting choices in incentivized experiments, and also
predicting relevant life economic outcomes, in nonstu-
dent samples across a wide range of cultures.

Although the proposed survey module was pre-
ferred in our validation exercise, researchers might
have specific needs that cause them to prefer single

Falk et al.: Preference Survey Module
1936 Management Science, 2023, vol. 69, no. 4, pp. 1935–1950, © 2022 The Author(s)

D
ow

nl
oa

de
d 

fr
om

 in
fo

rm
s.o

rg
 b

y 
[3

1.
19

0.
10

.2
19

] o
n 

24
 O

ct
ob

er
 2

02
3,

 a
t 0

8:
50

 . 
Fo

r p
er

so
na

l u
se

 o
nl

y,
 a

ll 
rig

ht
s r

es
er

ve
d.

 



survey items, or different combinations of survey items.
For this reason, in an appendix we also show results on
the performance of various individual items, as well as
different combinations of items, so that users can select
their own module out of this set. It could also be that
researchers want to develop new survey modules for
themselves, which are optimized to a particular popu-
lation, or application. In this case, our survey-selection
methodology provides a potential model for how re-
searchers might develop such survey modules.

This paper ends by providing one example of how
our module can be adapted to serve particular pur-
poses. We explain how we modified our preference
module for the implementation in applications where
time constraints are particularly severe, such as large-
scale, international telephone surveys. We call the
resulting model the Global Preferences Survey (GPS)
module. The GPS version sacrifices a modest amount
of explanatory power, in exchange for being even sim-
pler and more time efficient. This module has subse-
quently been included in the Gallup World Poll 2012,
a survey that was conducted with representative sam-
ples using telephone and face-to-face interviews in 76
countries around the globe. The resulting data set is
described in Falk et al. (2018).7

One benefit of the survey modules proposed in this
paper stems from the transparency of the methodol-
ogy for selecting the measures. For most existing sur-
vey measures of economic preferences, the criteria
and methodology of how the measures were devel-
oped is typically not explicit. Even if there was an ex
ante optimization process for the measures, this is typ-
ically not reported. A few previous survey measures
have been validated, in the sense that they were found
to be correlated with behavior in experiments, but
there was not an optimization process that involved a
horserace between different types of survey meas-
ures.8 The transparent methodology helps make the
measures less ad hoc from the perspective of potential
users, and users will be able to cite the underlying
design methodology as a reason for confidence, ex
ante, in the viability of the measures. Another notable
feature of the proposed survey preference modules is
that they include proxies for a comprehensive set of
preference experiments, measured using a consistent
methodology. The modules thus provide a low-cost
way to capture a whole bundle of preferences.

The remainder of the paper is organized as follows.
Section 2 describes the procedures to elicit preferences
in experiments and survey questions. Section 3 ex-
plains the methodology for selection of items for the
preference module. It presents the preference module
measuring each of the six preferences, which per-
formed best in out-of-sample prediction. Section 4 dis-
cusses important properties of the preference module,

such as explanatory power and viability in nonstudent
and non-German samples. Section 5 gives information
needed to construct alternative preference modules. It
also provides an example of modifying the preference
module for the Global Preferences Survey, an interna-
tional telephone survey. Section 6 concludes.

2. Design of the Survey Module
In this section, we describe the methodology underlying
the design of our survey modules. The design involved
implementing incentivized choice experiments, asking
the same subjects a battery of surveymeasures, and then
selecting the combinations of survey items that did the
best job of predicting choices in the experiments in lin-
ear, multivariate regression models. To reduce potential
measurement error in the dependent variable, we had
subjects participate in more than one experiment for a
given preference and averaged over the choice-based
preference measures. We designed the validation to
limit spurious interdependencies in choices and survey
responses by never asking survey questions relating to a
particular preference experiment in the same session in
which the respective preference elicitation experiment
was conducted, that is, surveys and experiments were
conducted oneweek apart. We also restricted the subject
pool to subjectswho had never participated in an experi-
ment before, to help rule out possible biases in behavior
due to experiences gained in previous experiments.

2.1. Procedural Details
Four hundred and nine subjects participated in our
study. Subjects were students from the University
of Bonn who were recruited using the web-based On-
line Recruitment System for Economic Experiments
(ORSEE, see Greiner 2004, 2015). They were required
to have never taken part in an experiment before. Sub-
jects signed up for two laboratory sessions. These were
scheduled one week apart and run at the Laboratory
for Experimental Economics at the University of Bonn
in winter 2010/2011. Both sessions consisted of incen-
tivized experiments and nonincentivized surveys, pro-
grammed in zTree (Fischbacher 2007). Each session
lasted about two hours. Payoffs earned in the incentiv-
ized experiments were paid out to subjects at the end
of each session.9 Average earnings over both sessions
amounted to 64 euros (corresponding to approximately
83 U.S. dollars at the time of the experiment), including
a fixed fee of 10 euros for participating in both sessions.

To minimize spillovers between the experimental and
the survey measures, for example, because individuals
might try to avoid cognitive dissonance (Festinger 1957)
and strive for giving consistent responses (Falk and
Zimmermann 2016; 2018), we never ran survey and ex-
periment for the same preference during the same ses-
sion. More specifically, we conducted all experiments
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relating to social preferences and all surveys relating to
time discounting and risk taking in one session. The
other session then contained the experiments relating to
time discounting and risk taking as well as the surveys
on social preferences. In addition, we reversed the order
of experimental and survey elicitation of preferences for
about half of our subjects to take care of potential order
effects, that is, differences in behavior or responses due
to differences in the way preferences were measured
first. Table 1 gives an overview of the general study
design.

We also conducted a pretest with 80 students. This
pretest was intended to provide information on the
duration and feasibility of the experiment. Experimental
measures for negative reciprocity and altruism were not
elicited in this pretest and the constraints on the partici-
pants regarding previous participation were not applied.
Otherwise, the protocol was identical. In Section 3, we
use data from this pretest for assessing the out-of-sample
predictive performance of different candidate modules.

2.2. Choice Experiments
We elicited choices in standard economic choice experi-
ments on risk taking, time discounting, altruism, trust,

and positive and negative reciprocity, respectively.10

The experiments that were used in each of the prefer-
ence dimensions are summarized in Table 2. A detailed
description of the experiments is relegated to Online
Appendix A. Monetary stakes were presented to sub-
jects in points, where 100 points equaled 80 cents.
Subjects received feedback about the outcome of the
experiments only at the end of the sessions in order to
limit the impact of possible income effects on sub-
sequent choices within a session. All experiments in-
volving social or strategic interaction were one-shot to
isolate social preferences from repeated game motives.
Specifically, we implemented a perfect stranger ran-
dom matching protocol implying that subjects never
interacted more than once with the same person. Sub-
jects were informed about this at the beginning of
each session as well as before each experiment involv-
ing social interaction.

For risk taking, time discounting, trust, and positive
reciprocity, we conducted two experiments each. These
experiments had the same structure, but payoffs in the
second experiment differed slightly, such that subjects
were never asked to make trade-offs between alterna-
tives that involved the exact same amounts. For instance,

Table 1. Overview of Study Design

Group Week 1 Week 2

Group 1
(n ! 198)

Experiments on risk taking and time
discounting; surveys on social
preferences

Experiments on social preferences; surveys
on risk taking and time discounting

Group 2
(n ! 211)

Experiments on social preferences; surveys
on risk taking and time discounting

Experiments on risk taking and time
discounting; surveys on social
preferences

Table 2. Overview: Experimental Measures

Preference Experiment Measure

Risk taking Two multiple price lists in which subjects
choose between a lottery and varying safe
options.

Average of rows in both price lists in which
subjects switch from preferring the lottery to
the safe option.

Time discounting Two multiple price lists in which subjects
choose between a payment “today” and a
larger payment “in 12 months”.

Average of rows in two price lists in which
subjects switch from preferring the early to
the delayed payment.

Trust First mover behavior in two investment games. Average amount sent as a first mover in both
investment games.

Altruism First mover behavior in a dictator game with a
charitable organization as recipient.

Amount of donation.

Positive reciprocity Second mover behavior in two investment
games (contingent response method).

Average amount sent back in both investment
games.

Negative reciprocity Investment into punishment after unilateral
defection of the opponent in a prisoner’s
dilemma (contingent response method) and
minimum acceptable offer in an ultimatum
game.

Average score: amount invested into
punishment and minimum acceptable offer in
an ultimatum game.

Falk et al.: Preference Survey Module
1938 Management Science, 2023, vol. 69, no. 4, pp. 1935–1950, © 2022 The Author(s)

D
ow

nl
oa

de
d 

fr
om

 in
fo

rm
s.o

rg
 b

y 
[3

1.
19

0.
10

.2
19

] o
n 

24
 O

ct
ob

er
 2

02
3,

 a
t 0

8:
50

 . 
Fo

r p
er

so
na

l u
se

 o
nl

y,
 a

ll 
rig

ht
s r

es
er

ve
d.

 



the first lottery choice experiment involved 21 choices
between a safe payment option, which increased in steps
of 50 points from 0 points in the first choice to 1,000
points in the last choice, and a lottery that yields 1,000
points with probability 0.5 and 0 points otherwise. The
row in which a subject switches from preferring the safe
payment to the lottery gives bounds on the subject’s cer-
tainty equivalent for the lottery.11 We perturbed the safe
payments in the second experiment by adding or sub-
tracting a very small (up to five points) amount from
each safe payment alternative. The number of points
added or subtracted was determined by a randomly
drawn integer value between −5 and +5. In the dis-
counting experiments, in which subjects made choices
between an immediate payment and a larger payment
with a 12-month delay, the switching row gives bounds
on the annual internal rate of return that makes the indi-
vidual willing to wait.12 We perturbed the delayed pay-
ment in the second experiment in the same manner as
was done for the risk experiments.

The experimental measure of risk aversion was con-
structed by averaging over the switching rows in the
two lottery choice experiments, which is equivalent in
ordinal terms to averaging the implied monetary cer-
tainty equivalents.13 This averaging reduces measure-
ment error compared with using a single experimental
measure. Analogously, we constructed our experimen-
tal measure of time preference by averaging the switch-
ing rows, or equivalently annual internal rates of return,
in the discounting experiments.14

Trust and positive reciprocity were elicited as first and
second mover behavior, respectively, in two versions of
the investment game (Berg et al. 1995). Each subject was
in the role of the first and the second mover twice, such
that overall each subject participated in four investment
games. In one version, the amount sent by the first
mover was tripled; in the other, it was doubled. For the
second mover behavior, we implemented the contingent
response method (Selten 1967). As our measure of trust,
we again took the averages of the two decisions made as
a first mover. For positive reciprocity, we first averaged
all second mover decisions from the contingent response
method in the two versions of the investment game. The
average of these two amounts constitutes our preference
measure of positive reciprocity.

For altruism, we conducted a dictator game with a
charitable organization as recipient. The size of the dona-
tion constitutes our preference measure of altruism. For
negative reciprocity, we conducted two different experi-
ments. A subject’s minimum acceptable offer in an ulti-
matum game (Güth et al. 1982) serves as one assessment
of negative reciprocity. We obtain a second assessment
from a subject’s investment into punishment after unilat-
eral defection of their opponent in a prisoner’s dilemma
(Falk et al. 2005). To obtain our preference measure of

negative reciprocity, we standardized both variables to
account for the different response scales and then took
the average.

2.3. Candidate Survey Items
For each type of incentivized choice experiment, we
identified a set of candidate survey items for predicting
choices in the experiment. The set for each experimental
measure was on average roughly 30 survey items. In
total, we included 188 survey items as candidates for
selection into our survey module.15 Candidate items
included both quantitative and qualitative questions.
Many survey items were taken or adapted from exist-
ing surveys, like the German Socio-Economic Panel
Study (SOEP) or the National Longitudinal Study of
Youth (NLSY), or from previous research (e.g., Weber
et al. 2002, Perugini et al. 2003). Additionally, we de-
signed and included a number of new items. In defin-
ing this set of candidate items, we only included items
that seemed widely applicable, that is, that were not
limited to certain subject pools, for example, university
students or employed individuals. In particular, we
excluded some items found in the literature that refer to
betting on horses, gambling, drug consumption, risky
sports, taking a hitchhiker, or require respondents to
be employed.16 Each battery of survey questions for a
given preference domain began with a qualitative mea-
sure, asking respondents to self-assess their preference
“in general” on an 11-point scale.17 Next, respondents
were asked to state how they believe others judge them
with respect to that preference and to compare their
preference to the preferences of others. Then, respond-
ents had to assess their preference in qualitative terms
with respect to different domains, for example, financial
decision making. Subsequently, subjects were confront-
ed with a battery of additional qualitative and quantita-
tive survey items.

Quantitative items typically included a hypothetical
version of the incentivized choice experiment. Because
the multiple price lists used in the lottery choice ex-
periment and in the intertemporal choice experiment
involve 30 choices and are rather time consuming,
we also included an alternative elicitation procedure
in which subjects only had to make five sequential
choices. In the five-question measure of risk prefer-
ence, all subjects first decided between the lottery ver-
sus a safe payment that slightly exceeds the expected
value of the lottery. In the second decision (and all
subsequent decisions), the lottery remained the same.
If the participant had chosen the safe option in the
first question, the safe option in the subsequent deci-
sion was smaller. If the participant had opted for the
lottery, the safe payment increased. In the same man-
ner, the safe option was increased or decreased in the
third decision when the lottery or the safe payment
were preferred in the second decision, respectively.

Falk et al.: Preference Survey Module
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This procedure was repeated five times. Figure E1 in
Online Appendix E.1 illustrates the method under-
lying this condensed quantitative measure, which is
commonly referred to in psychology as the “staircase”
method (Cornsweet 1962). For the case of time dis-
counting, an analogous staircase elicitation was used
in which the early option was identical in every choice
whereas the delayed option varied. The procedures
are described in detail in Online Appendix E.1 (for risk
taking) and Online Appendix E.2 (for time discount-
ing). Finally, we asked all subjects to rate the reliability
of their survey answers.

3. Development of the Preference Module
3.1. Item Selection Procedure
Our aim was to develop a survey preference module
that contains the set of items that best predict choices
(revealed preferences) in incentivized laboratory exp-
eriments.18 Whereas some previous studies have inves-
tigated whether particular survey items are significantly
correlated with experimental preference measures, our
approach was to identify the combination of survey
items from a large menu of alternative items that best
predicts choices in incentivized experimental preference
elicitation tasks. The basic idea is that different survey
wordings and formats may be more or less accurate
in predicting choices in experiments, for example, be-
cause of varying degrees of measurement error lead-
ing to more or less attenuation bias, or due to weaker
or stronger links between what the survey items meas-
ure and the trait(s) that drive choices in the respective
experiment. This is difficult to judge based on intuition
alone, so we conduct incentivized choice experiments
and use the observed choices as the benchmark for
item selection.

We use a model selection approach, in the spirit of
best subset selection (see, e.g., Hocking and Leslie
1967, Bertsimas et al. 2016), which consists of testing
all possible combinations of our items using informa-
tion criteria and then selecting the best model in terms
of minimizing mean squared prediction error.19 To
identify the best linear combination of items for meas-
uring a particular preference, we proceeded in two
stages, the first of which was running ordinary least
squares (OLS) regressions of each experimental pref-
erence measure on all possible combinations of the
respective set of candidate survey items as regressors.
We used the results of this stage to identify, for each
possible number of regressors, the best model in terms
of explanatory power, using statistical criteria.20 For
selecting the best model with a given number of
regressors it is equivalent to use R2, adjusted R̄2, the
Akaike information criterion (AIC), or the Bayesian
information criterion (BIC) as these are identical up to
a constant and only differ otherwise in terms of how

they penalize adding independent variables.21 We
checked robustness to the linearity assumption in our
selection procedure. Online Appendix C.4 provides
reassurance that linearity is not misleading because
the relationships between survey item responses and
choices in the experiments are approximately linear.

In the second step, we compared the models identi-
fied in the first step using tests of predictive power.
Whenever possible, we considered out-of-sample pre-
dictive power, making use of a truly independent
sample of 80 subjects for whom we had collected data
on the same experimental and survey measures on
risk taking, time discounting, positive reciprocity, and
trust. For each of these, we used the candidate survey
models to derive predicted outcomes for each indi-
vidual in the corresponding experiments.22 For each
preference, we then compared the predictions of the
alternative models to actual behavior, using the mean
squared prediction error (MSPE). Comparing out-of-
sample predictive performance helps avoid selecting
models that do well in-sample because of overfitting.
For all four preference experiments, the two-item model
was preferred over modules of other lengths in that it
had a lower MSPE.

Because data on altruism and negative reciprocity
experiments were lacking in our independent sample,
we evaluated the predictive power of the models for
these experiments based on a proxy for out-of-sample
prediction, provided by cross-validation using the
original sample. Cross-validation involves using dif-
ferent subsets of the data for the fitting and prediction
exercises, respectively. We ran five-fold and ten-fold
cross-validations with 100 repetitions.23 In line with
our out-of-sample prediction results for the other four
preference experiments, the two-item models are pre-
ferred according to the cross-validation.24 Based on
these findings, we selected two-item models as the
best predictors for each of the preference experiments.

As a robustness check, we explored the results of
using an alternative, popular model selection proce-
dure based on the so-called lasso technique as intro-
duced by Tibshirani (1996).25 For each preference,
lasso selects the same items that were identified using
our two-step procedure. It also, however, selects a
substantial number of additional items to include,
leading to less parsimonious models.26 Because parsi-
mony is a key goal of our exercise for practical rea-
sons, we prefer the two-item modules selected using
our initial procedure, but Section D.3 in the online
appendix displays the items selected by lasso.

3.2. Survey Items Contained in the
Preference Module

Table 3 displays the items that were selected for the
preference module with two survey questions for each
preference dimension. Online Appendix B presents the
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wording of the survey items in the preference module,
translated from German to English; the original word-
ing of the items in German is provided in Section D in
the online appendix.

A notable feature of the preference module is its sym-
metry: For most preference dimensions, it contains a
measure based on a hypothetical choice experiment
and a qualitative item.27 These two types of measures
are complementary in the sense that the quantitative
measure is akin to the standard revealed preference
approach whereas the qualitative item is a subjective
self-assessment. Previous research has shown that sub-
jective assessments with abstract framings can lead to
strong all-around predictors of life choices across many
different life contexts. For example, a general assessment
ofwillingness to take risks canpredict a variety of behav-
iors ranging from holding risky assets, to being self-
employed, to smoking (Dohmen et al. 2011). Quantita-
tive survey measures that involve explicit monetary
stakes are no exception, as they are somewhat tied to the
context of financial decision making by construction;
theymay be better predictors offinancial decisions in life
than qualitative measures of a general disposition, but
less predictive of choice in other domains. The prefer-
encemodule has a balance between both approaches.28

The last column of Table 3 shows how the individual
survey items for each preference can be combined into
a single measure for predicting choices in the experi-
ments, and also what their relative contributions are for
predicting choices. The weights are the coefficients from
OLS regressions of a given standardized experimental

measure on the standardized responses to the corre-
sponding survey items (more details on the regressions
are reported in Online Appendix C.1). The preference
measure is obtained by applying the weights to the sur-
vey items and adding up. Due to the standardization,
the weights directly show the relative contributions of
the two items—specifically, by how much choices in
the experiments are shifted in the distribution by a
one standard deviation change in responses to an item.
One can see, for example, that the quantitative item for
risk preference has a roughly equal contribution to the
qualitative item. In robustness checks, we investigated
whether the optimal weights might differ for different
demographic groups in our sample. Specifically, we
ran regressions of the experimental choices on the sur-
vey items, including interaction terms with two observ-
able demographics that have meaningful variation in
our student sample: Gender, and an indicator for above
median math grades. We do not find significant differ-
ences in the weights across these demographics, with
the exception of positive reciprocity, for which women
are slightly more reciprocal thanmen in the experiment
even after controlling for survey responses.

The combined measure for each preference is an
ordinal measure of preferences that ranks individuals
in terms of predicted choices in incentivized experi-
ments. For researchers who are interested in mapping
survey responses into particular, cardinal representa-
tions of preferences (preference parameters), Section
C.2 in the online appendix provides the necessary
information.29

Table 3. The Preference Module

Preference Item description Weights

Risk R2 Multiple price list (31 hypothetical choices between a lottery and a safe option). 0.2758
Taking R3 Are you a person who is generally willing to take risks, or do you try to avoid taking risks? 0.2034
Time D2 List of 25 hypothetical choices between an early payment “today” and a delayed payment “in

12 months”.
0.4849

Discounting D4 In comparison with others, are you a person who is generally willing to give up something today in
order to benefit from that in the future?

−0.1712

Trust T24 Hypothetical investment game: first mover behavior. 0.6289
T16 Self-assessment: As long as I am not convinced otherwise, I assume that people have only the best

intentions.
0.1331

Altruism A11 You won 1,000 euros in a lottery. Considering your current situation, how much would you donate to
charity?

0.1845

A10 How do you assess your willingness to share with others without expecting anything in return when it
comes to charity?

0.3210

Positive PR11 Hypothetical investment game: second mover behavior. 0.4857
Reciprocity PR9 Hypothetical scenario: Which bottle of wine do you give as a thank-you gift? 0.1640
Negative NR10 Minimum acceptable offer in hypothetical ultimatum game. 0.3284
Reciprocity NR1 Are you a person who is generally willing to punish unfair behavior even if this is costly? 0.1479

Notes. The second column displays the item number as listed in Section G in the online appendix. See Section B in the online appendix for the
exact wordings of the survey questions. The weights shown in the final column are OLS coefficients in a regression of the standardized
experimental measure on the standardized module items. The survey measure for each preference is constructed bymultiplying the items by the
weights and adding. For details see the regression tables in Section C in the online appendix. Section D lists the survey items with the highest
correlations with the experimental measure for each preference.
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4. Properties of the Preference Module
4.1. Within-Sample Explanatory Power of the

Preference Module
As a first indication of the properties of the survey mod-
ule, we present the within-sample correlations between
the observed experimental choices and the choices pre-
dicted by the respective survey measure (each measure
is constructed from responses to two survey items). The
correlations are 0.41 for risk taking, 0.59 for time dis-
counting, 0.67 for trust, 0.42 for altruism, 0.58 for positive
reciprocity, and 0.37 for negative reciprocity. Thus, the
survey module has substantial, but also imperfect, ex-
planatory power within sample. One reason for finding
correlations less than 1 can be measurement error in the
survey measures, which leads to attenuation bias for the
purposes of predicting choices.

Although 1 is a possible benchmark, this is not the
only relevant benchmark, if the goal is deciding whether
to use the survey module. In this case, a relevant bench-
mark could be the performance of alternative approaches
that might be more accurate but entail higher cost. For
example, a potentially superior approach for predicting
choices in an incentivized experiment, in terms of accu-
racy, could be choices measured in exactly the same
incentivized experiment.

To assess the (within-sample) predictive power pro-
vided by incentivized experiments, we use additional
experiments with 44 subjects, who participated in pref-
erence elicitation experiments twice.30 The experimen-
tal sessions were scheduled one week apart (there was
no perturbation of experimental parameters across ses-
sions) so the time difference is similar for our survey
predictors. The correlations are 0.59 for risk taking,
0.82 for time discounting, 0.77 for trust, and 0.65, 0.66,
0.67 for altruism, positive reciprocity, and negative
reciprocity, respectively.31 Thus, it is the case that the
survey module sacrifices some predictive power, for
each of the preference experiments, relative to using
corresponding incentivized experiments as predictors,
but the difference is less stark than when comparing to
a benchmark of 1. At the same time, the survey mod-
ule has the benefit of being less costly.

Measurement error in the survey module can attenu-
ate explanatory power for incentivize choices in experi-
ments, or other outcome variables, as well as make the
module items imperfect statistical controls (for discus-
sions see, e.g., Spearman 1904, Gillen et al. 2019). To pro-
vide a measure for the extent of measurement error in
the survey module, and the potential benefits of multiple
measurements, we also conducted additional sessions,
in which 85 subjects answered the survey module ques-
tions in one session, and then answered the survey mod-
ule again when they returned for a second session, one
week later. The correlations between the repeated meas-
ures of the survey module (test-retest correlations) are

0.76, 0.86, 0.79, 0.84, 0.71, and 0.85 for risk, time, trust,
altruism, positive reciprocity, and negative reciprocity,
respectively. The fact that these correlations are less than
1 indicates that the survey items do contain measure-
ment error, which contributes to attenuation bias in pre-
dicting choices in experiments.32 One implication is that
having two or more measurements of the survey mod-
ule for the same individual can be beneficial because of
the potential to reduce measurement error. For example,
with two measures of the survey module for each indi-
vidual, one week apart, one can purge the survey mod-
ule of measurement error using a standard instrumental
variables approach involving instrumenting for survey
response at time t with survey response at t – 1 (under
the assumption that measurement error in the survey is
uncorrelated over time; for a discussion see, e.g., Van-
steelandt et al. 2009). Our test-retest correlations suggest
that this can lead to a nontrivial increase in ability to
explain incentivized choices in experiments.33 This ap-
proach comes at a cost, however, of needing to imple-
ment the survey twice for each person. As the module
does have explanatory power even with a single meas-
ure, researchers face a trade-off, and can decide for their
particular application whether reduced error justifies the
logistical cost of multiple measures.

4.2. Out-of-Sample Prediction of the
Preference Module

Another relevant property of the module is its (absolute)
performance in out-of-sample prediction. For the sub-
jects in our pretest panel, we used their survey responses
to predict their choices in the four experimental prefer-
ence elicitation tasks (measuring risk and time preferen-
ces, trust, and positive reciprocity), and regressed the
actual choices on the predicted choices. If our preference
module perfectly captured the preferences of individuals
in this sample, one would expect the intercept of the
regression of actual on predicted choices to be zero and
the coefficient of the predicted value to be exactly one.
In fact, we cannot reject the hypothesis that the constant
is zero and the slope coefficient equals one for all prefer-
ences, except for trust, at the 10% significance level. For
trust, we find that the slope coefficient is not statistically
different from one if we suppress the constant in the
regression. It is also reassuring that the out-of-sample
predicted and actual choices are strongly and statistically
significantly correlated. The correlations are 0.29 for risk
preferences, 0.59 for time discounting, 0.26 for trust, and
0.44 for positive reciprocity.

4.3. Evidence on the Viability of Individual
Survey Items in Nonstudent and
International Samples

Although the selection procedure was based on data
from a German student population, there are several
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reasons to expect that the resulting module is useful
for other populations.

First, although the distribution of preferences might
very well differ across populations, the module will
be meaningful as long as the correlation structure is
not too different. Note that the top two survey predic-
tors for our student sample were typically superior to
other measures by a substantial margin, so it is likely
that the two measures would perform well if one
were to do a similar validation exercise for other pop-
ulations. Second, the quantitative survey items in our
modules closely resemble experimental measures of
preferences, which are largely context free and have
been widely used to elicit preferences in nonstudent
and culturally diverse samples. Third, and most im-
portantly, there are also various pieces of empirical
evidence, which show that survey measures similar
to, or identical to, the ones used in our modules are
significantly correlated with experimental preference
measures in nonstudent and non-German samples.

Regarding nonstudent samples, Fehr et al. (2002)
used a representative sample of German adults, and
documented a significant correlation between subjects’
behavior in an incentivized investment game, and sur-
vey measures on trust of the type contained in our
preference module. Likewise, it has been shown that
answers to the qualitative survey question to elicit risk
attitudes, contained in our preference module, are sig-
nificantly correlated with incentivized lottery choices in
a large representative subject pool of German adults
(Dohmen et al. 2011). In fact, they report a correlation
coefficient between the survey measure and behavior in
the lottery choice experiment in their representative
sample that is almost identical to the one in our valida-
tion sample consisting of students.34 It is also notable
that the correlation is not significantly different for stu-
dents versus nonstudents in their representative sam-
ple. Similarly, Ziegelmeyer and Ziegelmeyer (2012) pre-
dict risk-taking behavior in an alternative lottery choice
experiment (Holt and Laury 2002) using the same sur-
vey item that is part of our module. In addition, the
qualitative survey risk measure contained in our prefer-
ence module has previously been administered in the
German Socio-Economic Panel Study, and other large
representative surveys in the United States, Asia, and
Australia as well as in other European countries. Vari-
ous studies have documented that for representative
and therefore heterogeneous population samples an-
swers to this question are related to risky behaviors in
many contexts of life, for example, occupational choice
and self-employment, geographical mobility, ownership
of risky assets, as well as smoking (see, e.g., Bonin et al.
2007, Caliendo et al. 2009, Jaeger et al. 2010, Dohmen
et al. 2011, Barasinska et al. 2012, Bauernschuster et al.
2014, Fouarge et al. 2014). These findings illustrate that
the types of survey items selected in our preference

module provide behaviorally valid preference measures
in nonstudent samples.

Moreover, there is previous supporting evidence that
items from our preference survey module are valid
across a wide range of cultures. For example, recent
empirical work by Vieider et al. (2015) uses the same
qualitative measure of risk attitudes that is included in
our module and documents that it correlates with in-
centivized lottery choice experiments conducted in 30
different countries. In addition, Hardeweg et al. (2013)
replicate the validation exercise of Dohmen et al. (2011)
and confirm the significant relationship between this
risk question and incentivized lottery choices for a rep-
resentative sample of 900 inhabitants of rural Northern
Thailand. Ding et al. (2010) corroborate these results for
a sample of 121 Beijing University students.

Finally, Section 5.2 discusses further evidence on the
validity of the items in nonstudent and non-German
samples.

4.4. Potential Limitations
Naturally, some aspects of our design choices in this
validation exercise imply potential limitations. For ex-
ample, despite ample evidence discussed in the pre-
ceding section that many of our module items have
predictory power in non-German and nonstudent sam-
ples, we fully acknowledge that we cannot rule out that
items or item combinations other than the ones selected
for our modules might perform even better in non-
German or nonstudent samples. Although this goes
beyond the scope of the current paper, we think that
running our validation exercise using different samples
would provide valuable results on the usefulness of dif-
ferent preference measures, for example, in other coun-
tries or in specific subgroups of populations, such as
managers or entrepreneurs.

Similarly, we picked a very specific benchmark by
which we measured the usefulness of preference meas-
ures: incentivized choice experiments that were largely
context free. Perhaps somewhat unsurprisingly, survey
items that best predict choices in these experiments are
largely context free themselves, such as hypothetical ver-
sions of these choice experiments or questions about
one’s general willingness to take risks. In the light of evi-
dence on the context-dependence of preferences (Tver-
sky and Simonson 1993, Barseghyan et al. 2011, Einav
et al. 2012, Ellingsen et al. 2012), our approach might
come with the caveat that more context-specific items
might work even better than the more context-free
items selected for our preference modules. However,
this does not imply that our modules are not valid in
more specific contexts. For example, Dohmen et al.
(2011) show that the general risk question often outper-
forms more context-specific risk questions in predict-
ing domain-specific risk taking.
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Moreover, even though preferences affect a range of
important life outcomes, such as consumption, labor
market, or health-related choices, it might very well be
the case that measures other than our selected survey
measures perform better at predicting such choices.
After all, these choices are consequences not only of
preferences, but also of beliefs, constraints, or institu-
tions. Future work might want to shed light on which
survey measures perform best in predicting such life
outcomes.

5. Recipes for Constructing Alternative
Preference Modules

Although our proposed survey module is the best
module according to the specified criteria, researchers
might have other needs that call for developing alter-
native preference modules. For example, it might be
desirable for certain applications to only use qualita-
tive survey items, or to have a survey module that is
even briefer than the one we develop.

5.1. Performance of Individual Survey Items and
Alternative Two-Item Modules

For researchers who might want to use individual sur-
vey items, or alternative survey modules based on our
survey items, we provide additional information in
the online appendix. Tables D1 to D6 give the correla-
tions between individual survey measures and the
corresponding preference experiment, focusing on the
10 items with the highest correlations for each pre-
ference. Notably, the items selected in our preferred
preference module are always included in these sets
of best individual performers. Table D7 gives the
adjusted R̄2 for alternative two-item survey measures
for each preference, focusing on all possible combina-
tions of the set of the 10 best individual measures.
Researchers can use these alternative measures if for
some reason they prefer the included survey formats,
knowing how this performs relative to the benchmark
of the best overall measure and a range of alternative
measures.

5.2. The Global Preference Survey (GPS) Module
The survey module developed so far offers an easily
implementable and lower cost alternative to conduct-
ing incentivized experiments, and it is optimal relative
to a wide variety of alternative possible survey meas-
ures. Nevertheless, there are applications for which
this module will not be ideal, as some of the quantitative
items either require instructions that are as complex as
corresponding experiments (e.g., the hypothetical in-
vestment game) or entail a considerable number of deci-
sions (e.g., multiple price lists for eliciting risk and time
preferences). Particularly if time constraints are severe or
if respondents have limited cognitive capacity, an even

simpler and shorter module seems useful, although this
might come at some costs in terms of lower explanatory
power.

A prime example of an application for which our
main module might not be implementable is a large-
scale international survey. In 2012, we wanted to collect
preference measures for nationally representative sam-
ples in 76 countries around the globe through the
professional infrastructure of the Gallup World Poll
framework.35 This required us to tailor our initial mod-
ule version to this specific application in which we faced
tight survey time constraints, heterogeneous population
samples, and the fact that data collection would be con-
ducted using telephone interviews in the majority of
cases. In what follows, we will give an overview over
the process of fine-tuning our module to this large-scale
cross-cultural study, describe the adjustments we made,
and present the resulting GPS module. This can poten-
tially provide a road map for researchers with similar
goals. A more detailed description is relegated to Section
E in the online appendix.

Developing theGPSmodule involved twomain steps.
First, in light of the tight survey time constraints we
faced, the heterogeneous population samples, and the
implementation method, we discarded the hypothetical
versions of our experimental preference elicitation tasks,
which are relatively time consuming as they involve
a large number of choices or require rather complex
instructions that do not seem advisable in telephone
surveys. We then implemented the selection procedure
described in Section 3 on the set of remaining survey
items. As this restricted set still included (simpler) ana-
logues of the discarded items, this restriction ultimately
only led to a minimal reduction in explanatory power
(R2) (see Online Appendix E). For example, in the case
of risk taking and time discounting the staircase meas-
ures were selected. These measures are very compara-
ble to the more complicated quantitative measures
based on the multiple price lists for lottery choices and
intertemporal choice, respectively, yet their implemen-
tation is much more time efficient, as the staircase pro-
cedures only require five interdependent choices (lot-
tery vs. safe payments and early vs. delayed payments,
respectively).36 Because these preference measures are
highly correlated with the respective multiple price list
measure and with the respective experimental prefer-
ence measure (see Section C in the online appendix),
the reduction in explanatory power of the streamlined
version compared with the original version in terms of
R2 is only 0.02 in the case of risk taking and 0.04 in the
case of time discounting.

Second, we tested the resulting preference module,
which is based on the modified set of candidate meas-
ures, in an in-depth pilot study in 22 countries. In collab-
oration with Gallup Europe, we surveyed respondents
from 10 countries in central Asia (Armenia, Azerbaijan,

Falk et al.: Preference Survey Module
1944 Management Science, 2023, vol. 69, no. 4, pp. 1935–1950, © 2022 The Author(s)

D
ow

nl
oa

de
d 

fr
om

 in
fo

rm
s.o

rg
 b

y 
[3

1.
19

0.
10

.2
19

] o
n 

24
 O

ct
ob

er
 2

02
3,

 a
t 0

8:
50

 . 
Fo

r p
er

so
na

l u
se

 o
nl

y,
 a

ll 
rig

ht
s r

es
er

ve
d.

 



Belarus, Georgia, Kazakhstan, Kyrgyzstan, Russia, Taji-
kistan, Turkmenistan, and Uzbekistan), two countries
in South-East Asia (Bangladesh and Cambodia), five
countries in Southern and Eastern Europe (Croatia,
Hungary, Poland, Romania, and Turkey), four coun-
tries in the Middle East and North Africa (Algeria,
Jordan, Lebanon, and Saudi Arabia), and one country
in Eastern Africa (Kenya).37 In this test phase, in each
country 10 to 15 people were interviewed, resulting
in more than 220 interviews being conducted overall.
In almost all countries, the sample composition was
heterogeneous in terms of gender, age, educational
background, and area of residence (urban vs. rural).
To detect potential difficulties in the understanding
of module items and differences in the respondents’
interpretation, respondents were explicitly asked to
give extensive feedback with respect to the appropri-
ateness and understandability of the module. In par-
ticular, we asked respondents to rephrase the items
in their own words and to state any concerns or diffi-
culties in understanding of the items that they had or
that they thought future respondents of their country
or culture might have.38 Likewise, if the meaning of
an item was unclear to a respondent, the interviewer
would explain it to the individual and then ask the
respondent to rephrase it in the person’s ownwords.

Overall, the understanding and implementability of
our module was very good. Nevertheless, respondents’
feedback induced some additional changes to some
items. In terms of wording changes, the use of the term
“lottery” in hypothetical risky choices was troubling to
some Muslim participants, and some refused to answer
the item completely since gambling is taboo (haram) in

Islam. As a consequence, we dropped the term “lot-
tery” and replaced it with the more neutral but equally
accurate term “random draw.” Second, the term “char-
ity” caused confusion in Eastern Europe and Central
Asia, so it was replaced with “good cause.” Third,
some respondents had difficulties answering the ques-
tion asking about one’s willingness to punish unfair
behavior without knowing who was treated unfairly.
We therefore decided to split the question into two sep-
arate items, one item asking for one’s willingness to
punish unfair behavior toward others, and another ask-
ing for one’s willingness to punish unfair behavior
toward oneself. Fourth, some participants, especially in
countries with current or relatively recent phases of
volatile and high inflation rates, stated that their answer
to questions involving intertemporal trade-offs would
depend on the rate of inflation, or said that they would
always take the immediate payment due to uncer-
tainty with respect to future inflation. Therefore, we
added the following phrase to each question involving
hypothetical choices between immediate and future
monetary amounts: “Please assume there is no infla-
tion, i.e., future prices are the same as today’s prices.”
The final version of the GPS module is presented in
Table 4. Finally, the survey questions were brought
into a format that is consistent with the Gallup World
Poll questionnaire style, a well-validated format for
eliciting responses in an international sample. For ex-
ample, the first question of the module, which hap-
pened to be the qualitative survey question on risk tak-
ing, was commenced by the request “Please tell me.”
The complete module version including exact word-
ings is relegated to Section F in the online appendix.

Table 4. The GPS Module

Preference Item description Weights

Risk taking 1. Staircase measure (five interdependent choices between a lottery and a safe option). 0.2159
2. Please tell me, in general, how willing or unwilling you are to take risks. 0.2406

Time discounting 1. Staircase measure (five interdependent choices between an early and a delayed
amount of money).

0.4417

2. How willing are you to give up something that is beneficial for you today in order
to benefit more from that in the future?

0.1791

Trust 1. I assume that people have only the best intentions. 0.2656
Altruism 1. Hypothetical donation. 0.1845

2. How willing are you to give to good causes without expecting anything in return? 0.3210
Positive reciprocity 1. Hypothetical choice: size of a ”thank-you” gift. 0.2876

2. When someone does me a favor I am willing to return it. 0.2705
Negative reciprocity 1. If I am treated very unjustly, I will take revenge at the first occasion, even if there is

a cost to do so.
0.0884

2. How willing are you to punish someone who treats you unfairly, even if there may
be costs for you?

0.0741

3. How willing are you to punish someone who treats others unfairly, even if there
may be costs for you?

0.0741

Notes. The second column displays the items as they were adapted to serve the purpose of the GPS study. Online Appendix Section E describes
how the wordings etc. were adjusted. The weights shown in the last column are coefficients resulting from OLS regressions using the items with
the original wording from the validation sample. The survey measure for each preference can be constructed by multiplying the items by the
weights and adding.
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For the purpose of implementing the module in the
Gallup World Poll, for all items involving hypothetical
monetary amounts we adjusted the stake sizes for
each country in terms of their real value such that they
represent the same share of a country’s median income
in local currency as the share of the amount in euros of
the German median income, where our initial valida-
tion study had been conducted. Monetary amounts
used in the validation study with the German sample
were rounded numbers to facilitate easy calculations
(e.g., the expected return of a lottery with equal chan-
ces of winning and losing) and to allow for easy com-
parisons (e.g., 100 euros today vs. 107.50 in 12 months).
To proceed in a similar way in all countries, monetary
amounts were always adjusted to the next “round and
easy” number after adjusting the amounts in terms of
their real values.39

A comprehensive analysis of the resulting GPS data
on economic preferences from nationally representa-
tive samples in 76 countries is presented in Falk et al.
(2018). Whereas they document pronounced heteroge-
neity in preferences both across and within countries,
they also show that within countries preferences are
systematically related to outcomes in ways which eco-
nomic theory would predict, and these relationships
are similar for almost all countries. For example, pa-
tience as measured by the two-item modules is posi-
tively correlated with savings and education in more
than 90% of the countries. Likewise, risk aversion is
negatively associated with being self-employed and
with smoking intensity, and there is a positive relation-
ship between altruism and different giving behaviors
in the vast majority of countries. This provides a fur-
ther important and independent check of the validity
of our measures and their applicability across cultures.

6. Conclusion
This paper presents survey modules designed to proxy
for incentivized measures of economic preferences from
experiments—risk aversion, patience, trust, altruism, and
positive and negative reciprocity. The guiding methodol-
ogy for developing the modules is identifying survey
items that can predict well the choices in incentivized
experiments. Responses to the resulting survey measures
provide predictions about choices in such settings and
thus reveal preferences, in an ordinal sense, and in a
cardinal sense under additional assumptions about, for
example, the functional form of utility. The paper offers
two versions of the module. One provides the maximum
explanatory power, subject to having a parsimonious
number of survey items (two items) per preference. This
module is particularlywell suited for eliciting preferences
in studies for which time constraints are not too severe,
such as laboratory experiments and many field experi-
ments. This version of the module is also likely to work

well for surveys that use detailed questionnaires, or that
are based on written or computer-assisted personalized
interviews (CAPI) that can implement more complex
types of survey items. The second version of the module,
the GPS module, was tailored to the requirements and
particular characteristics of a multinational survey with
nationally representative population samples: tight time
constraints and respondents that are diverse in terms of
education, socioeconomic status, and culture. It is stream-
lined in that it prioritizes time efficiency and simplicity at
the expense of amodest reduction in explanatory power.

Both versions of the preference module share several
desirable features. First, themodule items are experimen-
tally validated. The ability of the items to explain behav-
ior in incentivized choice experiments helps ensure that
they are meaningful for predicting choices under real
incentives, mitigating one of the major concerns about
hypothetical questions. The selected items are not just
significant predictors of behavior, but are jointly the
best predictors out of a large set of alternative measures.
The validation is based on a consistent research design
across preferences, and applies state-of-the-art experi-
mental techniques and transparent, quantitative criteria
for module selection. Second, the modules consist of a
balanced mix of qualitative self-assessments and ques-
tions involving quantitative hypothetical trade-offs. This
gives the module an attractive balance between different
approaches to assessing preferences. Third, the module
has a wide range of possible applications. The two ver-
sions can be implemented in various survey modes,
including modes with tight time constraints. Fourth, by
providing an attractive and low-cost approach to meas-
uring preferences, the modules have the potential for
widespread adoption, with potentially significant posi-
tive externalities in terms of easier comparison of results
across studies.

Beyond the specific survey modules provided in the
paper, the paper includes information that researchers
can use to design their own preference modules. This
includes findings about the explanatory power of a
wide range of survey items, as well as alternative com-
binations of the items. Though lacking some of the pre-
dictive power of the modules designed in our proce-
dure, these individual questions or alternativemodules
may suit the purposes of researchers depending on the
circumstances they face. The paper also provides a rec-
ipe for validating survey modules as proxies for incen-
tivized experiments. This can be used by researchers to
develop new types of preferencemodules.

Directions for future research include developing
survey modules that are optimized for particular pop-
ulations or cultures, or developing survey modules
for other important aspects of preferences, for example,
present-bias, or loss aversion, or ambiguity aversion.
By varying the context embedded in experiments, it
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may be possible to develop survey modules optimized
to particular contexts, in line with research on the
domain specificity of preferences (see, eg., Chapman
1996, Weber et al. 2002). Survey modules on economic
preferences might also be used to study the related
notion of constructed preferences (Slovic 1995; for a
survey, seeWarren et al. 2011).
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Endnotes
1 An alternative methodology for measuring preferences is to use life
outcomes as a proxy for preferences. Although this has the advantage
of involving real (typically self-reported) behavior, for potentially large
stakes, a disadvantage is that a given life outcome may depend on
many personal and environmental factors besides the preference of
interest. By contrast, both experiments and survey measures can pose
individuals with carefully designed scenarios and choice options,
which can isolate a particular preferencewith a reasonably high degree
of precision, and which are held exactly the same across respondents.
This can help eliminate a major source of unobserved heterogeneity
that affects the inference of preferences from life outcomes.
2 In psychology, the strength of the relationship between the survey
measure and the construct in the absence of measurement error is
known as criterion validity. Criterion validity for a survey measure
could be low if, for example, it asks about a willingness to engage
in a behavior that is mainly determined by other traits besides the
trait(s) that drive choices in the respective experiment.
3 Unlike psychometric measures, economic preference measures
have an interpretation in the context of economic theory and can be
used to generate qualitative or quantitative predictions from eco-
nomic models.
4 Whereas experimental and empirical work—in line with economic
theory—has highlighted the role of economic preferences in work-
place decisions, most work has used incentivized experiments to
measure preferences and therefore relied on student or other conven-
ience samples (see, e.g., Dohmen and Falk (2011) on sorting of
employees into incentive schemes; Bandiera et al. (2005) and Falk and
Kosfeld (2006) for employees’ responses to changes in the incentive
structure; Falk et al. (2005) for contract enforcement; and Cohn et al.
(2015) for investment behavior of financial professionals).
5 Incentivized experiments have been implemented for nonstudent
and also representative samples, see, for example, Harrison et al.
(2002), Andersen et al. (2008), and Fehr et al. (2002).
6 One reason why survey measures that work well for one popula-
tion might be suboptimal for another is if the survey measures suf-
fer from hypothetical bias, and this bias is different for different
populations. For evidence on hypothetical bias see, for example,
Blackburn et al. (1994), List and Gallet (2001), Murphy et al. (2005),
and Harrison and Rutström (2008).
7 Falk et al. (2018) analyze the GPS data and find that the survey
preference measures are related to economic outcomes in a similar
way across 76 countries. This provides an additional indication that
the survey module is useful across a wide range of cultures.
8 Fehr et al. (2002), for example, examine six different attitudinal
trust questions in terms of their ability to predict behavior in an
investment game as introduced by Berg et al. (1995), and find that

self-rated trusting behavior and willingness to trust strangers are
most strongly associated with behavior in the incentivized experi-
ment. Dohmen et al. (2011) show that self-rated willingness to take
risk in general is significantly correlated with decisions in an incentiv-
ized lottery choice experiment. Vischer et al. (2013) relate answers to a
survey question asking respondents to rate their general level of
impatience to behavior in an experiment involving inter-temporal
trade-offs.
9 The payments resulting from the choice experiments on time dis-
counting were delivered to the subjects in cash via regular mail,
either at the same day of the session or 12 months later, depending
on the payoff relevant choice.
10 There are other types of experiments that can be used to measure
the respective preferences. See, for example, Andreoni and Sprenger
(2012), Toubia et al. (2013), or Chapman et al. (2018) for alternative
measures of time and risk preferences. Future research could explore
the relative predictive powers of survey items for these alternative
measures.
11 The implied certainty equivalent lies between the safe payment
in the switching row and the safe payment in the preceding row.
12 The implied internal rate of return lies between the rate of return
offered in the switching row and the one offered in the proceeding
row.
13 We abstract away from the negligible impact of the perturbed
safe payments on the intervals for the certainty equivalent implied
by switching row in a given experiment. As is common for this type
of elicitation method, some subjects exhibit multiple switching
points. We observe that 22% of individuals switch more than once
from preferring the lottery to the safe payment in either of the two
lottery choices experiments, nine of them have multiple switch
points in both experiments. For subjects who make that kind of
inconsistent choices, we calculate the average switching row in each
choice table and construct the experimental measure of risk aver-
sion as the mean of the two averages.
14 We abstract away from the negligible impact of the perturbed
early payments on the intervals for the internal rate of return
implied by switching row in a given experiment. In the discounting
experiments, we observe that around 16% of subjects switch more
than once in one or the other experiment, and about 3% switch mul-
tiple times in both experiments. For these subjects, we construct the
experimental measure by taking the mean of the average switching
row in the two experiments involving intertemporal choices.
15 Section A in the online appendix gives a list of all survey items in
the candidate set.
16 Some of these items might work well for particular subsamples
of the population, but will most likely be uninformative and inap-
propriate for large fractions of more general population samples.
Although not included in the set of candidate items for the module
selection exercise, some of these items were nevertheless included
in the questionnaire for the study, because they formed part of
standard scales found in the literature.
17 An example of this type of question is the general risk question
that was validated in Dohmen et al. (2011).
18 Another important ex ante criterion for developing the module
was cost efficiency, that is, considering the trade-off between pre-
dictive power and conciseness of the module, but as it turns out, the
statistical criteria favored combinations that are quite parsimonious
in terms of the number of items.
19 Alternative model selection procedures such as forward selection
and backward selection also use information criteria, but do not
consider all possible combinations of items, and to some extent suf-
fer from problems of order dependence. Such approaches are also
different from ours because they do not include the additional step
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of minimizing (out-of-sample) mean squared prediction error, a
step that helps address the problem of overfitting.
20 In the following, we will only report results from OLS regres-
sions. However, all results reported here are robust to estimating
ordered probit models and selecting items using the criteria of max-
imum log-likelihood or pseudo-R̄2.
21 To see this, note that AIC(θ̂) ! (−2)log(L) + 2k and BIC(θ̂) ! −(2)
log(L) + k ∗ log(n), with k held constant by the number of model
parameters and the sample size n held constant for the purpose of
comparing models. We also checked robustness to pooling the sur-

vey items for all six preferences, and then using R̄2 to identify the
best model of a given length out of the entire set of roughly 180
survey items. We find for each preference that the same two-item
survey modules are selected, for example, we do not find a better
two-item module for predicting risk that includes one of the candi-
date time preference survey items.
22 Predicted values were calculated as the product of the vector of
observed answers to the specific preference module and the vector
of estimated coefficients from the regression of the experimental
preference measure on the respective preference module in the
main sample on which the selection procedure was based.
23 Each cross-validation involved randomly splitting the sample
into k partitions (with k ! 5 or k ! 10). We used k − 1 of the parti-
tions to fit the model (the training sample) and used the resulting
coefficient estimates to predict choices for the remaining kth parti-
tion (the prediction or hold out sample). This yielded k measures of
prediction error, which we averaged. We repeated this procedure
100 times for a given model and took the overall average.
24 This is true for both five- and 10-fold cross-validation. Further-
more, the two-itemmodules would also be selected based on a range
of standard information criteria (BIC, AIC, adjusted R-squared, and
likelihood-ratio test (LRT)). Note that due to pessimistic bias in the
cross-validation procedure, it is standard to not select the model
with the minimum prediction error, but rather the most parsimoni-
ous model that falls within a narrowly defined confidence interval of
theminimum. In our case, theminimumwas obtainedwith the three
item module for each of the two preferences, but the two-item mod-
ule had only a slightly larger error while being more parsimonious.
See Online Appendix C.5 for error plots from the cross-validation.
Often, one standard error above the minimum is allowed, but we
chose a tighter bound of one-fifth of a standard deviation to sacrifice
onlyminimal prediction accuracy.
25 Lasso is particularly useful when there are more potential explan-
atory variables than observations, since in such cases there is not a
unique solution for OLS. Lasso is also particularly useful when it is
not feasible to consider all possible item combinations. Neither is
the case in our setting.
26 This is true regardless of whether we run a simple linear lasso
with cross-validation or whether we allow the lasso penalty param-
eter to be adaptive.
27 The only exception is positive reciprocity.
28 One explanation for why the procedure selects a balanced module
is that quantitative survey formats may have some form of measure-
ment error in common, and likewise qualitative survey formats may
have a common error component, but measurement error may be less
correlated across these different types of survey formats. If this is the
case, it tends to favor having a balanced module, because this contains
more independent information than having two items with the same
format.
29 The table in Online Appendix C.2 shows how responses to sur-
vey items map into (nonstandardized) monetary values associated
with predicted choices in the experiments. For example, in the case
of risk, the information allows mapping responses to the risk survey

items into predicted certainty equivalents for the lottery that we use
in our risk experiments. By making additional assumptions such as
behavior according to expected utility theory (EUT) and a particular
functional form of utility, for example, constant relative risk aver-
sion (CRRA) utility, it is possible to infer bounds for a preference
parameter.
30 Similar to participants in the main sample, these 44 participants
came to the laboratory twice. Both times, they participated in the set
of incentivized experiments for each preference. We did not elicit
survey measures for these participants.
31 A more detailed regression table is relegated to Section C.3 in the
online appendix.
32 The test-retest correlations for the incentivized experiments, and
the survey module, respectively, allow a measurement error correc-
tion of the correlations between experiment choices and choices pre-
dicted by the survey module (see, e.g., Fan 2003). Eliminating meas-
urement error in both experiments and the survey module, the
correlations would be 0.61 for risk taking, 0.70 for time discounting,
0.86 for trust, 0.57 for altruism, 0.85 for positive reciprocity, and 0.50
for negative reciprocity. This is an average increase in the correla-
tion between observed and predicted choice of about 35%.
33 The one-week test-retest correlations for the survey module allow
calculating the resulting correlation of (instrumented) predicted
choices with observed choices in the experiment (assuming experi-
ment choices are measured without error): 0.47 for risk taking, 0.64
for time discounting, 0.75 for trust, 0.46 for altruism, 0.69 for posi-
tive reciprocity, and 0.40 for negative reciprocity. This is an average
increase of 12% in the correlation between predicted and observed
choices (equivalently, a 25% increase in R2 for a regression of
observed choices in a given experiment on responses to the corre-
sponding survey measure). Thus, there is a modest but nontrivial
improvement in ability to explain experiment choices, due to reduced
measurement error, from implementing the survey module twice for
an individual. Researchers may also consider an alternative correction
based on having two measures of the survey module for each individ-
ual, proposed by Gillen et al. (2019), which is similar but uses each of
the two measures to instrument for the other, and takes the average.
34 The correlations are 0.25 in the representative sample of Dohmen
et al. (2011), and 0.24 in our validation sample if we focus on the
same survey measure for predicting behavior in a single risk experi-
ment (as shown earlier, the correlation is even higher for the valida-
tion sample if we use choices from both risk aversion experiments).
35 The World Poll are annual nationally representative surveys con-
ducted in more than 160 countries; see http://www.gallup.com/
analytics/213704/world-poll.aspx for more information.
36 The staircase procedures are presented in detail in Online Appen-
dix E.1 and E.2.
37 Gallup Europe ensured that the items of the preference module
were translated into the major languages of each target country,
using state-of-the-art techniques. The translation process involved
three steps. As a first step, a translator suggested an English, Span-
ish, or French version of a German item, depending on the region.
A second translator, being proficient in both the target language
and in English, French, or Spanish, then translated the item into the
target language. Finally, a third translator would review the item in
the target language and translate it back into the original language.
If differences between the original item and the back-translated
item occurred, the process was adjusted and repeated until all trans-
lators agreed on a final version.
38 For example, respondents were explicitly asked to explain a “50-
percent chance” in their own words and give their own interpreta-
tion of “safe payment.”
39 Although this necessarily resulted in some (minor) variations in
the real stake size between countries, it minimized cross-country
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differences in the understanding and complexity of the quantita-
tive items due to difficulties in assessing the involved monetary
amounts.
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